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Introduction



The Value of Personalization
• Personalization enhances user engagement and satisfaction.

• 80% of consumers are more likely to do business with a 
company that offers personalized experiences (McKinsey & 
Company, 2020). 

• Historically, personalization has been a luxury reserved for a select 
few.

• Bespoke Clothing

• Personal Concierge

• Custom Financial Advice

McKinsey & Company. (2020). Personalizing the customer experience: Driving differentiation in retail. 



Gap in LLM Personalization
• LLM-as-a-service is growing rapidly (Dimension Market Research, 

2024).

• Yet, personalization in the LLMs of today is not commonplace or 
expected, though they excel at task completion capability.

• For example, GPT-4 can write a correct and factual email, but it 
may not reflect an individual's unique style or preferences.

• We have a chance to democratize personalization in LLMs and 
craft compelling experiences for humans.

Dimension Market Research. (2024). Large Language Models Market: A Comprehensive Analysis of the USD 
140.8 Billion Market by 2033.

GPT4 Email Ground Truth



Limitations in Existing Methods
• There has been substantial prior work that assists with 

personalization:

• In-Context Learning

• Struggles to capture complex individual preferences with 
limited examples.

• Fine-Tuning

• Requires large, annotated datasets that users typically don't 
have.

• PeFT methods such as QLoRA (Dettmers et. al, 2023), Prefix 
Tuning (Li and Liang, 2021), etc., are expensive and impractical 
at user-scale for large models.

• Model Dependent, i.e., adapters trained for one model cannot 
be applied zero-shot on others

Dettmers et. al. (2023). QLoRA: Efficient Finetuning of Quantized LLMs
Li and Liang, (2021). Prefix-Tuning: Optimizing Continuous Prompts for Generation



Can we decouple preference adaptation from the base model?



Methodology



Preference Agents
• Small Preference Agents 

• Separate from capable, large foundation models.

• Locally Trainable and Inferable

Process:

1. Generate NL preference rules from existing user 
demonstrations of task completions.

2. Train a small, preference agent to produce preference rules 
using LoRA.

3. Use generated preference rules to steer large task completion 
models



Intent Data Generation
For the user data corpus, we first need to understand the user intent 
behind each demonstration

1. Generate a hypothetical user intent with a large model, for each 
data point

2. Use a cognitive scratchpad and few-shot examples to enhance 
the realism of the hypothetical intents.

3. Repeat generations with diverse hyperparameters to simulate 
real human interaction.

Excerpt of thinking tokens and intents



Training Data Generation
We contrast the zero-shot completion of the foundation model for a 
given task, with the ground truth to generate guiding rules.

1. Generate a zero-shot output by a large, task completion model 
for each data point.

2. Compare the differences between the zero-shot completion of 
the large model, and the ground truth.

3. Formalize these differences into sets of “preference rules”.

4. Repeat for all data points until rich, preference information sets
are distilled.

Excerpt of thinking tokens and rules



Rule Finetuning



Demonstration
• User provides task intent, and information to write an email to a 

colleague.

• The preference agent, based on information about the user, and 
the given task, generates preference rules, sent along with the 
task to the large model.

• The foundation model follows the preference rules to complete 
the task.

• These focused, distilled preference rules are sufficient for the 
large model to understand the user’s preferences.



RESULTS



Naïve vs Rule FT
• Finetuning on preference rules converges faster than 

finetuning on content.

• Hypothesis: It is easier for models to learn the 
structured nature of preference rules, rather than 
distributionally different User Generated Content 
(UGC)

• Leads to better performance with fewer training 
examples.



Performance Comparisons
• We show win rates of a Llama3B preference agent and 3 different foundation models, against 4 baseline methods.
• Stronger task completion models demonstrate stronger performance (Correlated to MMLU)
• Datasets with high personality information (e.g. Enron Email Corpus) benefit more from preference agents.
• No baseline Agent: Version of the Preference Agent technique, without zero-shot cross distillation of preference rules.



Model Specific Semantic 
Understanding
• Models understand their own generated rules better.

• For example, Llama-3 models interpret rules generated by 
themselves more effectively than those from GPT-4 or humans.

• Human-written rules led to a 16.8% performance drop compared to 
model-generated rules.

• Models interpret keywords like “concise”, “informal”, etc, 
differently compared to what humans expect them to mean.

• Indicates that semantic understanding is model-specific, even with 
natural language rules.



Does the model truly 
learn individuality?
• We train preference agents for 5 different users 

from the Enron corpus.

• We permute preference agents for email tasks on 
all users

• We observe, through Bert Score, that agents 
perform best on their source users, indicating that 
they capture individual user styles accurately.



Effect of Rank
• We find that training more parameters (with 

higher LoRA ranks), leads to lower losses

• This indicates that there is a rich amount of 
preference information contained within the 
distilled preference rules



Interpretability
• We also achieve interpretability as natural language 

preference rules can be examined to understand 
task completion model outputs.

• For example, we understand that the preference 
agent learnt that the user:

• usually signs of as “Kay” (hence instructs the 
large model to close with “Kay”)

• Refers to the recipient as “John”, instead of his
full name (likely due to closeness or friendship)



Conclusions and Future Work



Effectiveness 
At Scale

Can be run locally on end user 
hardware to guide large, cloud models.

Device-Locality of preference models 
preserves privacy of user data.

No modification of large models, while 
harnessing their excellent capabilities

Can be re-used across different large 
models without re-training

Improved tone, style, content relevance 
and reliability compared to naïve FT



Future Work

Exploration of preference adaptation 
beyond style and structure to traditional 
LoRA tasks.

Preference learning across various 
modalities, such as image, audio, video 
and action

Optimization of rule generation and 
preference distillation

Direct embedding communication (in 
non natural language) for efficiency, 
without sacrificing interpretability.



Thank You!


